
SAMPLE DESIGN, ESTIMATES, AND RELIABILITY 
OF TXE DATA . 

lbia section deals with design of the survey sample, eighting of reeponec~, we 
of nmericel factors to ampeaeate for lees than a full sample in making eeti- 
mates, calculation of standard errors , and use of imputatioa flags. 

i3emple Design 

Ihe SIPP mummy is beeed oa a multi-etage l tratifled sample of the noniaetitu- 
tional resident population of the United St&es. More l pacifically, the rmi- 
verse of the survey InclPdee pmreone living in houeeholde, plea those pu6one 

'- llting in group quarters 8-h as college domitorlee and roaPring houeee. In 
Wave 1 of the 1984 Panel, inmates of institutions, such as homes for the aged, 
cad pe&eone living abroad were not in the survey \miveree end thue not eligible 
for intcvriew. Persons residing in miliury barracks, although pert of the 
notiaetltutional populatfon , mre also excluded from the mummy miveree In Wave 
1. Other people in the Armed Forces vere eligible, ee long as they were living 
la a housiag,mit, whether off bee8 or ori= 

Por Wave 2 and subsequent waves, iaetitutionalited ~reone, persons living 
ebroed, and thoee Uving 'In silitery barracks become eligible for the 8tPvey 
only if they move into housing tits in the United States with original sample 
pereoner i.e., those who were interviewed in Wave 1. 

Selectioa of Riauy &mpliBg UBit6 

To redrre sample selection and inteirriewing coete the Census Bureau first 
l electe certain areas to be fncltied la the l ample, end then eamplee houeeholde 
withfn the selected areas. The first l mge of this design inoolvee the eclec- 
tioa of the8e ueae. lrne first Step of this procedure is the definition of the 
Uaited States in tense of comtiee or groupe of cormties celled primary l empling 
milts or PSU~r. 

FSVe with similar key eocioeconanic characterietfce ere grouped together into 
strati. Then one sample PST.7 im selected from each l tratm. The PSU'e wed for 
SfPP are a l ubeample of the sample PSU'e used in the Current Population Survey. 

Of the 174 strata into which PSU'Y uctre cleeeif1ed for the 1984 penal, 45 con- 
eieted of anly a large single metropolitan area; these 45 areas were selected 
into the sample vith certainty. meme 45 PSU'e ue terned .eelf-npreeenting.~ 
¶%e trruiaing 13 l tr8ta consisted of 2 or more PSU.8, fra whkh only one'wee 
8el8cted into the eample. T%eee PSU'e are ternad l non-eelf-repreeeatng' 
kcauee they were meleetad to represent other PSU'e in their etratm as well as 
thaeelv86. 



The strata from which non-eelf-representing PSU'e are selected typically c?ose 
State Unee. For example, aside from the Detroit metro area, whbh represents . 
iteelf, sampled PSU'e IO Wcbigaa represent a geographically dimrae area - 
areas spread over the Hidwestern Statas. (Thus, a tabulation of data coded to 
nfchig-, for example, will aot yield rescronable l etimabe for that Stati. 
Retheir S+ate codes op the ricrodata files ere ptfmarlly useful for detemiaing 
applicable criteria for programs which vary from State to State.) 

Selection of Oftbate SuplingUait8 

To arrive at the sample of &oueaholde, geographic unite crlled enumeration 
dietzicte (ZU'e), with aa average 350 housing unite, ue sampled from within 
each of these SIPP rrrnple PSU’e. Within those selected ED's 2 to 4 liPiag 
quarters, .or ultimate l amplfng uzdts (USU~e), are systematically selected 
frop address Uete prepared for the 1970 ceaeue. If the address Ilees are 
incomplete, small land ueee ue e-pled. To account for lidng quartets built 
within each of the sample areas aftur the 1970 ceeeue, a ample is drawn of 
permi+r issued for construction of r66ideBtial Living quarter6 through March 
1983. In jUriSdiCtfOn6 that do BOt iSSUe bUfldiBg pemia, SMU land areas are 
eempled and the l&ving quarters vithin are lietrd by field personnel ead then 
subeenpled. Ia addition, sample Sting quarters are selected from supplemental 
frames that include mobile home puke and new construction for which pemits 
were issued prior to January 1, 1970, but for which conetructlon ram not 
completed until after April 1, 1970. 

SampI.& Rate and Weights 

The objective of the l aapling is to obtain a self-weighting prob&bilAty l arple. 
In a self-weighting sample, l vwy sample unit has t&e l ene overall probability 
of l election. IB self-representing PSU'e the 668pl.iag ratd ie about 1 in 3,700. 
In non-self-representing PSU*e, the sampling rate is higher, aa the l ampllng is 
adjusti to l ccouat for Me PSU*e proWlity of eelaction. ?or example, if a 
non-self-representing PSU was e81ected tith l probability of l/10, tiae l upUng 
rate within the PSU uould k toughly 1 in 370 instead of 1 in 3,700. 

In Wave 1, occnpan+r of about 1,000 l lfgible living quertere were not fnter- 
tiewod kcauee they mfueod to k InWrrFewed, could not be fouad at home, were 
temporuily *ant, or uen otheruhe unavailable. Tbeu howeholds uere not 
intrrvimd in Wave 2, and mra clueifled ae noainurvhve because they mre 
l lAqibh for iaclueion. Uavm 2 included only 3 of the 4 rotation groupe. ?0r 
thee@ r8eeone end ee a result of follmfing romn, a total of 14,S32 liviag 
quutue vlre deefgneted for Warr 2. Of these, 833 umre not IB~ZTimd b8c8oee 
they no longer conthned eligible rrepoadents. An additional 729 houeeholde 
wwe aot.interrimd in Wave 2 because of geogr8pUcal re8oteneee or because of 
the reasons listed above for Wave 1 aoahtetiewe. The nominterdew ra+s for 
W8v8 1 w86 5 prc8at, end the cabined nonintertrLer rate for Waoa 1 end Wave 2 
was 9.4 percent. 



9 

The estimation procedure used to derim SXPP person weights involves several 
etagee of weight adjuements. In the first wave, each pereon received a base ' 
weight equal to the inverse of his/her probability of eelec+ioa. In the second 
vave , each person received a base weight that accouated for dif ferencee in.the 
probabfUty of selection caused by the following of covers. 

. 
& nonintetoiew adjustment factor wae applied to the weight of each laterviewed 
person to l cc6unt for persons la occupied Uvlag quarters who were l ligible for 
the sample batwn aotinterrfewed. A factoy was applied to each InterPlawed 
person's weight to account for the SIPP sample areas not hating the l eee popula- 
tion distribution ae the strata from which they were selected. 

Aa additional stage of 'edjuetment to persons' weigh- was performed to bring 
the sample eetfmates into agreement tith independent monthly l etimatee of the 
civilian (androne aiutery) noninstitutional populationot the UnitedStats by 
age, racer and sexa These independent estimates vere based on etatistice on 
births, deaths, immigration, and emigration; and etatietice on the strength of 
the Armed Forces. To increase accuracy, mighte vere further adjusted in euch a 
mnner that SIPP sample eetieates would closely agree with Current Population 
Survey (CPS) estimates by type of householder (married , eingle vith relatives or 
l fagle without relative by sex end race) end rehtionehip to householder 
(spouse or other). The estimation procedure for the data in the report also 
iavolved an adjustsent so that the husband and wife of a houeehold received the 
same weight. 

The weig.it estimation procedure described abovs rseulted in persons' weights 
varying from about 500 ta 50,000. Persons in the l aeple for lees than the 
entire I-eonth period received zero weights for months not in the Sample. 
Starting-in Wave 5 the weighting syetea till also be adjusted to account for a 
reduction in the number of eaeple units interviewed. Host statistical software 
packages handle weighted data tith no difficulty. In tabulating a character- 
istic the software tdres each response end applies the person weight. 

?igure 1 illustrates a simple l xemple, in which 3 of 5 persons work full-eime, 
2 do not. But since the persons who do not work full-time happen to have higher 
weigh- than the others, weighted totals show the tvo groups to be equal. 

?'fCURE 1. Exemple of Weighted Data 
I R&w Weighted 

Counts Counts 
Worked 

toll-Tiee Weight Bo- Yes Iso Yes 

-rSOB t so 4,000 1 4,000 
Penon 2 wo 5,000 1 5,000 
-rSOB 3 Yes 3,000 1 3,000 . 
Person 4 Yes 3,000 1 3,000 
kESOB 5 1 -A 3,000 -- 
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Preparing Batioaal E8tinatis for Persons, ?aailies, encl Households 

c 

Weights for persons am carried on each person record, on both the relational 
(hFerarchica1) and rectangular files. Weights for households end fez&lies. ere ' 
carried, respectively, on the household and family records of the relational 
file. The weighting process defines the weight of the household to be the sase 
as the veight of the household reference person or householder, and the weight 
of 8 femily or 8ubftily is that of the femily or subfemily reference person. 

On the rectangular file, where household, family, md 8ubfmaily ngmeats appear 
oa each person record, all of the applicable might8 cm be fouad in that 
record. Tallying household characteristics from every record would result in 
counting sulti-perso~ households more than oace. m way to avoid estimating 
more household8 than there really are is to tally household churacterfstics 

..usfng only the householder98 record, sface there is always oae and only one 
househo;de r per household. Sfratlerly, the records of f&ly or subfamfly 
reference persons can be used in generating fssily and subfaaily estisates. 

Of course, many desired household characteristics are not already shown on 
household records or segments, but are derived by summarizing the charac- 
teristics of +he persons in the household,-as for example, the aumber of persons 
65 years old and over in the household. Doing 80 with SIPP files Is soaewhat 
more complicated than vith files in which person records are arranged in a 
strictly hierarchical fashion within household. 

Household records ia SIP0 relational files carry pointen tc each person who vas 
a maber.of the household. There are fivm sete of pointers, one for l ech month 
of the reference period 8nd one for the in+rrvlev month. The rectangular file 
does not have these household-to-person pointers , but does identify the address 
ID of the household of which the person was a member each month. The file can 
be readily sorted on address ID tithin maple unit to group household meabets 
together for any particular reference month. Another option available to ret- 
taagular file users is to sort os the person number of the householder, prodded 
oa each household member’s record. 

H8timates for graape of persoa8 other thra househoida aad fadlles 

Some analysu involve susaarizing to opits other than households or families. 
. The persoas within a household who' bnefft from .food sags ars oae such 

l saaple. Only m of a feaily ray rmcsivs &id or there may bs +vo separate 
food sap units Livtng together. Pot each food l t8mp mceiting unit one edult 
household wmber 18 designated u the prime recipient. The SIPP questionxdre 
&fro identifies which cbildrea aad.other household members are covered by those 
food s-pa. 

?ood stup cornrage is recorded on the SIPP files in tw w8ye. ICirst, the pri- 
ury recipient’s record includes the person nuabers of each household wrbar 
covered, aud each of the other covered persone' records has a flag that izdca- 
tea rabership in a food stamp receiving uait. only the primary recipient’s 
record specifies the amounts of food stamps received for the unit. 
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Tb tabulate the characteristics of all food stamp recipients in a household, the 
easiest approach might be to sort recipicnte together within households using 
the recipiency flags. Rut if it is necessary to discriminate batwean multiple 
food 8-p receiving units within a household, the only way is to examine the 
primary recipient's record and uee Ate list of person numbers to point to the 
secondary recipients in that unit. Then one could summarize appropriate charac- 
teristics across the person records. 2his way one could determine whether the 
food stamp recipiency unit includes a wage-earner, is part of a fsmily below the 
poverty level, 2fves together wfth persons vho are not covered, and so forth. 

Other progruma for which there ue pointers from the primary recipient’s record 
to other recipienm in the household include klqdicaid, AFDC, foster children 
payments, general assistance, health insurance, Railroad Retirement, Social 
Security and veterans payments. In all of these cases, all incaae received by 
the unit, including payments for the benefit of children, are reported on the 
record of the primary adult recipient end not on the records of secondary reci- 

- piants. The veight of the primary recipient is most Likely tc be appropriate fn 
bbula+ons of food stump recipiency units and similar groups of individuals. 

Estbates for Different Reference Periods 

tach person and household is assigned 5 weights on each interview file, one for 
each of the four reference months and one for the Interview month. Families and 
subfamilies are assigned only 4 weights since there is no attempt ta define 
families 4s of the reference data. Ihe 4 sets of reference month ueights can be 
used only to form reference aontn estimates. Reference month estfmutes can be 
averaged, however, to form eseinrates of wnthly averages ovez -me period of 
efma. - For examp2e, using the proper weights one can l stfmate the mcnth2y 
l veruge number of persons in a specified income range over the 4-month period. 

¶%a fifth uefght is specific to the interview month. Stis ueight can be used tc 
form person or household estbates that specifically refer to characteristics ss 
of the InterPiew month. Pot example, one alght want to estbate the number of 
unmarried adults living with an aged parant as of the latest observation; 
Interview weights can slso be used to form estimates referring to the time 
period inc2uding the intetiew month and 4 previotis months. One caution is that 
characteristics as of the fnterview dute ray not reflect that entire month-the 
prson8 could wver nrry, or die before the end of the month. 

The intedew might is also used for l stiuting a few of the demographic 
characteristic8 and other fnfommtion that appear on the fAle for the I-month 
reference period as a whole, but not for each month, such ss race or sex. . . 

Hone of these uefghts hem been designed to field the best l stlsates for a 
person's or household*s status over tro or more months, as for example, the 
nmrkr of households uisting in October 1983 who uprienced a SO percent 
increase in income between July snd August. 
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Calendar Xonth Datu and Time Dimensioned Summary Statistics 

In tabulating SIPP data for a particular calendar month, one must keep in rind 
the survey design. Moat vaves include 4 rotation groups, intervieued ia. four 
successive month5. Figure 2 is a schemtic diagram of the 1984 Panel design. 

imaths, quarters and years are shown ulong the top. Each cell shovs t&e wave 
aad rotation groups for which data ue collected for each month. mum, in the 
first interoiew, conducted in ktober 1983, data were collected from Wave 
l-Rotation Group 1 households for the maths of Jtaae, Jbly, August and 
September. 

k successive rotation group6 ue lneclmieued, the 4-month reference periods 
advance by 1 month. Wave l-Rotation Group 2 households uere interviewed in 

.- Booember 1983 for data for Jhly through October. 

In deriving calendar month or quarterly estimates from the data files, it is 
important to know hov aany rotation groups were iatemieved, as 2ess than the 
full sample say be availsble. If this is the case, the estAmate8 must be 
inflated by an appropriate factor. 

. 
IA some months, a full sample of 4 rotation groups from the sam wsve ui21 be 
available. For Wave 1 (see figare 21, data for September 1983 vere collected 
from the full sample. These data consist of month 4 data for Rotation Group 1, 
month 3 data for Rot&th~ Group 2, month 2 data for Rotation Group 3, and month 
1 data for Ro+~~&oA Group 4. All of these flmres (with appropriate weights) 
must be .udded together because any one rotition group fnc2udes on2y one-fourth 
of the SIPP sample. 

In deriving quartsrly estimates , a full map28 con8ist3 of data for 4 rotation 
groups for each of the 3 months in the quarter. This would entail using data 
frw 2 or 3 waves. For exsmple, the fourth quarter of 1983 includes varlous 
rotation group8 frw Waves 1 and 2. Weighted data frw all thee8 rotation 
groups must be added together to form u full sample. . 

Bote, housvsr, that a fu21 sup18 is not l vailsble for the third quarter of 
1983. Or for subsequent quarters, the malyst ray not want to wait for another 
wave of data to becwe l vaf2able. Procedures to we fn deriving estimates based 
on a partial sample ue up2rined below. 

Working With Leas'Thaa m -1 Sample 
. . 

?igure 2 also illustrates thut for October 1983, data uere collected from only 
three rotrtion groups of Wave 1. 'Ihus the sample sire available 18 three- 
fourths that available for September. Zbe preferred way to handle this is +o 

.acquire Uuve 2 as -11, and cmbine October data for Wave l-Rotation Group ? 
rfth the Ware 1 October data for Rotation Groups 2, 3 and 4. 
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If a particular application does not require the full samp2e size, however,, one 
could use only Wave 1 data for October and multip2y weighted rtsu2ts by a factor 
of 1.33 to compensate for having only three-fourths of the semple. his is 
112ustrated in figure 3. 

. 

PIG0R.E 3. ?sctors for Monthly Data: Wave 1, 1984 Panel 

Month of 
Interview 

Reference Period 
Rotation Second Quarter Third Quarter Pourth Quarter 
Group Apr. May June July Aug. Sept. Oct. Nov. Dec. 

'October x x x x 
. 

Woveaber 2 x x x x 

December 3 x x x x 

Jaauary 4 x x x x 

Factors to Compensate for Missing Rotatfon Groups 

4 2 1.33 1 1.33 2 4 
s 

To we Wave 1 dam for the month of November, double the estiaates (which com- 
pensates for having only one half of the sample consisthg of meation Croups 3 
and 41, and for December multiply the estimates by 4 (since they ue based on a 
one-fourth eample consisting of rotrtion group 4 alone). Correeponding factors 
apply ta data for June, 3~2~ and August (also l vsilsb2e in Wave 1) as well, and 
for these months the factors must bs ussd, as the alternative of picking up the 
8iSSing rOt&tiOn groups in another wave d-8 not l xiSt. 

A similar approach is spplicsble to subsequent waves as well. me particular 
factor to use is determined by the Amber of rotation groupe covered in the time 
p&iod one is analysing. hctors for Waves 1 and 2 and cabined Wsve 1 and 2 
l stLaate8 uegiven ia- T below. 
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Table 1. Pactors to be AppIfeU to Bauic Parumtter8 to Obtain Parameters 
far Specific Reference Period8 

Wave ? Eatintates c . 

Jbae 1983, December 1983 
jhly 1983, November 1983 
Augyst 1983, October 1983 
Sapteaber 1983 

3rd Quarter 1983 1.22 
4th Quarter 1983 1.85 
July-Oecember 1983 1.06 

Wave 2 Estlmateu 

.- October 1983 and Watch 1984 4.00 
November 1983 and February 1964 2.00 
December 1983 and January 1984 1.33 

4th Quarter 1983 
18t Quarter 1984 

1.85 
1.85 

Wave f and 2 Combined Estimattu 

June 1983 8nd March 1984 
July 1983 and ?ebruary 1984 
August 1983 and January 1984 
Septembqr through December 1983 

4.00 
2.00 
1.33 
1.00 

3rd &ker 1983 1.22 
4th Qaartar 1983 1.00 
18t plarter 1984 1.85 
Ably-December 1983 1.06 

4.00 . . 
2.00 
1.33 
1.00 

?actoru muut also be applied to quwtarly estimates or thoue for longer puriods 
of tine if le88 than the full saaple for my month i8 8v+lable. Thu8, in table 
1 8 factor of 1.22 8u8t be applied to third quarter 1983 ruthate , 1.85 to 
fourth qmrter ostlm8te8 using either Wave 1 or Wave 2, but a factor of 1 .OO 
(i.e., no factor is neeUed) fot fourth quatar 1983 l utiaateu using full sample 
da- from the combfneU Wave 1 and Uave 2 fileu. 

Although it i8 po88fbIe to uamfne the da- on a monthly b88i8 anU exumine the 
dau in a strictly cros8 8eCtioaal l enue, there are qualificdioas or biaUe8 in 
thi8 m Of allaljWi8. 
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Pirut, no evaluations have been made of rerponscu to income and related 
variable8 that are provided on a monthly baoiu. *ere may be 8oxe blares in 
thi8 reporting. For example, people may tend to report a rough monthly average 
for thefr income over the four month reference period rather than upecifically 
recalling amounts separately for each month. If this were 80 it tmuld not be 
po88ible to analyze real month-to-month change8 in lncooe ffgureu. 

Second, mout data uueru have been able to work only tith annual incame figures 
to thiu point, u8ing the cen8uu8 CPS or Other rurveys which meauuxe income Only 
once during a year. There till be consider8ble temptation for SIPP uueru to 
return to familiar analytical ground by multiplying I-stonth income figure8 by 3 
to eutimate 129month income. Ib do 80 would ignore l eauonal variation in 
employment and income. A better approach to annual income uould be to match 
together the first several wave8 and look at actual income experience l crouu 12 
month, perhaps comparing the result8 to the annual income and taxation infor- 
mation reported in Wave 5. 

Tile-Dimenuioaed Summa- Stitiuticu 

k! approach to analyzing these data that vould reduce the biases juut diUCU88ed 
for monthly ertimatee involves sumarizing data acrouu time. Xn this approach 
one calculate8 l tandard runmary utatiuticu l uch as count8, meanu, and modes 
acro88 time a8 nll as acrosu individualu. 

For example, inlrtead of CalCUlating the number of persons with inCoQd!!S Over 
$3,000 for the month of July, one muld calculate the number of pcrons with a 
mean monthly fncme of $3,000 or more during the 3rd quarter. 

This asproach is relatively l traightforward at the perron level. However, at 
the family or houuehold level, an additional complexity is added. One mU8t 
firot define these group8 and identify the changes that ocour during the 
quarter. 1 'Ihen the condition8 under which new g~oupe are formed must be 
defined. Longitudinal concept8 of hou8eholda and familiar are the rubject of a 
Working Paper, l lbwud a bngitudinal Definition of mu8eholdsm by David 
Jkklillen and Roger Herriot, available from the Census Wlreau. 

Producing lBtimate8 Belou the lpatioaal Level 

cuBmu Rsgiozla 

Be total l utimate for a region i8 the 8um of the l tate e8ciaate8 in that 
region. Honver, one of the group8 of rtateu, formed for confidentiality 
reauoau, eroeueu regional bOundariU8. %18 QrOUp COnUiUt8 of South Dakota 

1 
Theue problems do not arise in Wave 1, a8 houueholds were defined as of the 
interview and Change8 during the reference months were not recorded. 
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(HidwU8t Region), Idaho (West Region), #eW kkXfC0 (WeUt Region), and Wyoming 
(West Region). Tb compute the total estimate for the Midwest Region, a factor 
of .203 should be applied to the above group'8 total eutieate and added to the 
sum Of the Other l tate U8timate8 in the Midwest Region; For the Weat Region, a 
factor of .797 uhould be applied to the above group'8 total estimate and added 
to the 8umof the other utatca in the Weut. 

Estimate8 for region8 included in the published SIPP reporto reflect the actual 
region of re8idence, not the reeult8 of proration acro88 the I-utate group. 
Thus there will be minor diUCrepanCie8 between publirhed regional total8 and 
l 8timAte8 derivable from miCrOdata file8 for th@ MidWest aad Ue8t regionu. 

~timate8 from thi8 uample for individual l tates are uubject to very high 
variance and are not recommended. T)le State code8 on the file are primarily of 
u8e for linking r88pOndent characttristic8 with appropriate contextual variable8 
(e.g., State-rpecific welfare criteria) and for tabulating data by user-defined 
grouping8 of Stateu. 

Producing l%timateu for the Hetropolftm Population 

For 15 l tateu in the SIPP l ample, metropolitan or nonmetropolitan reridence 18 
identified. (On the rectangular file, uue variable k-ME!KtO, characters 
94, 382, 670, and 958. &I the relational file, use METRO, character 24 on the 
household record). Metropolitan residence 18 defined according to the defini- 
tion of Metropolitan Statiutical Areas a8 of June 30, 1983. In 21 additional 
8tate8, Where the nO!mIettOpelitan population in the 8aatple -8 small enough to 
present a di8ClOUUW riuk, a fraction of the metropolitan l ample wa8 recoded so 
a8 to be indi8tinguishable from nonmetropolitan case8 (HE'%%-2). In theue 
Itate ,- therefore, the caueu coded a8 metropolitan (METRO-l) represent only a 
l ubsample of that population. 

In producing l tate eutimater for a metropolitan characteristic, multiply the 
individual, family, or household weight8 by the metropolitan inflation factor 
for that utatc, pre8ented in Table 2 below. (%I8 inflation factor compensates 
for the rubsampling of the metropolitan population and 18 1.0 for the utatea 
with canplete identification of the metropolitan population). 

In producing regional or national estimates of the metropolitan population it is 
8180 neceuuary to coapenuate for the fact that no metropolitan l ubuample 18 
identified within two state8 (Mine and Iowa) and one state-group ~Miuuissippi- 
Ueut Virginia). (There were a0 metropolitan area8 88mpltd in South 
Dakota-Idaho-New Mexico-Wyoming). Therefore, a different factor for regional 
and national eutimateu 18 in the right-hand column of Table 2 below. l'%e 
reuult8 of regional and national tabulation8 cf the metropolitan population will 
be bi88ed slightly, although le88 than one-half of one prcent of the metropoli- 
m population 18 not repreuented. 
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south: . s 

wee: 

Table 2. Hetropolitan Subsample Factors 

(Multiply these factors times the weight for the parson, - - 
family or hou8eholdI 

- . 
Factor8 for use 
instate or USA 
Tabulation8 

mrtheautr Connecticut 
Maine 
)huUaChUsett8 
loaw Jerrey 
Wev York 
Penn8ylvania 
RhodeI8land . . 

Uidwst: Illinoi8 
zudfaaa 
IOW 
-8a8 
Michigan 
niXUi@UOta ’ 
ni88Ouri 
Hebraska 
Ohio 
Wi8con%in 

1.0390 1.0432 

1.000; 1.004; 
1.0000 1.0040 
I.0110 1.0150 
1.0025 1.0065 
1.2549 1.2599 

1.0232 1.0310 
1.0000 1.0076 

1.602; 1.614; 
1.0000 1.0076 
1.0000 1.0076 
1.0611 1.0692 
1.7454 1.7587 
1.0134 1.0211 
1.0700 1.0782 

Alabama . 
Arkan 
Delaware 
DiutriCt Of -1rrabfa 
?lorida 
Georgia 
Kentucky 
LoUi8fanA 
Maryland 
Barth Carolina 
Okl~ 
South Carolina 
~nn888IH 
‘IhuS 
Vlrginia 
wU8t Va. - ni88,y 

1.1441 1.1511 
1.0000 1.0061 
1.0000 1.0061 
1.0000 1.0061 
1.0333 1.0396 
1.0000 1.006'1 
1.1124 1.1192 
1.1470 1.1540 * 
1.0000 1.0061 
1.0000 1.0061 
1.1146 l.ltt4 
1.1270 1.1339 
1.0000 1.0061 
1.0192 1.0254 
1.0778 1.0844 

kiroaa 1.0670 
California 1.0000 
Colorado 1.0000 
Havail 1.0000 
Oregon 1.0879 
Wauhington 1.0868 

l houa for the State. 

. 

Factor8 for u6e 
b Regional 02 
mktiOM1 Tab8 

1.0870 
1.0000 . 
1.0000 
1.0000 
1.0879 
1.0868 a 
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-timate for the metropolitan population produced from the microdata file8 vi11 
differ from publfuhed uumtnary figure8 for the netropolitan population not only 
because of the l ubsampling scheme but al80 because of differences in the defini- 
tion of the metropolitan population. Pub~uhed figure8 are baoed on Standard 
Hetropolitan stati8tical Areas (SHSA’U) defined a8 of me 30, 1981, COhUiSt8nt 
with the definition for the 1980 cenous. Ihe microdata file8 u8e the defini- 
tioas for Matropolitan Statiutical keau(HSA’8) as of June 30, 1983. That' 
definftiona~ change reotited ia increasing the metropolitan population by 1.4 
pergent. Eventually, the pabliuhed figures till alro reflect 1983 USA definf- 
tiOM. 

Producing tstimates for the Soametcopolitan ?opulation 

St8te, regional, aad aational estimate8 of the aonaetropolltan population cannot 
be computed directly, ucept for the 15 8tLLte8 where the factor in Table 2 18 

” 1.0. In all other state8, the caues identified au not in the metropolitan rub- 
sample (MRZKI-2) are a ortxture of nonmetropo~tan and aetro~litan household8, 
Oaly ab indirect method of estiaation is available: first cmpute an eutimate 

. for the to+al~population, then uubtract the l utimate for the metropolitan popu- 
lation. 

Codes for Individual WSA*s 

Cedes for certain large individual t4SA'r are included on the aicrod+ta fileu, 
such au are State c&es, to provide uuera 8ome flexibility In defining higher 
level aggregate ueu and to allow Unking respondent characterfut.ies to 
8vailab.b contextual variables. Individual USA codes ue given if the HSA ha8 
at leaut 250,000 inhabitants in sampled counties within the state, and if it8 
identification would sot reuult in the indirect identification of re8idUal 
metropolitan population lesu than 250,000. Sample sire8 aurocfated tith fndivi- 
dual USA’u ue typically very 8aall. 

When creating e8tfmate8 for pnrtlcular identified USA’8 or Q!SA*u apply the 
Table 2 factor to the uaights appropriate to the 8Ute, a8 diucuused above. Par 
multi-•tate HSA~r, use the factor appropriate to uch l tate part. For example, 
to Uhlatc da+a for the Warhiagton, DC-MD-~ MSA, apply the arginia factor of 
l.0778 to mights for re8fdena of the Yfrgfnia wrt of the WA; Usryland and DC 
residents require ao aedification to the wrights (i.e., their factor8 equal 
.l.O). Ibis mey still not produce rea8onable eatimtes for en individual MSA for 
three re8uorNt 1) the sample site is very small? 21 the ?SA ray be non-uelf- 
repreuenting; and 3) certrin comities added to USA’s ktwen 1970 and 1983 may 
not have been iacluded in the 1984..panel. 



19 

Sasplfng Variability 

Data found in SIPP publication8 or in u8tr tabulation8 from the SIPP mfcrodata - 
are l stlmateu based on the weighted counts free the survey. 'Ihene numbers only 
approximate the far more coetly couats that uould reuult from a cexmus of the 
eatit popUlatiOn from which the sample was drawn. There are two type8 of 
errors ~88ibl8 in an eatimate &8Ud 011 a l ample l weyr Sampling and aou- 
sam$lng. We are able tp provide l utimatea of the magnitude of SIPP sampling 
error, but this is not true of noasampling error, 

Sad trrors and Chaff dance In- 

Staadard errors indicate the magnitude of the sampling error* They al80 put- 
.- tially measure the effect of some nonrampling error8 in reu~nse and enumera- 

tion, but do not meauzue any 8yutematic biaueu in the data. Y&e standard error8 
for the EO8t part measure the mriatiOn8 that OCCUrrad by Chance kcauue a 
88mple -8 8wey8d fnU+aad of the entire population. 

The 8ample rutbate and its l tandard error enable one to conetruct confidence 
fntUr9al8, ranges that uould include the average reuadt of all pouuible uamples 
tit91 a known probability. E’or eXaUipb3, if all pO88iblU 8ample8 wre uelected, 
each of theue baing uuznreyed under esrentially the 8ame general condition8 and 
using the 8ame Mmple deuiga, and if an estimate and its ‘rtaadard error were 
calculated from each maple, then: 

1. 

2. 

3. 

Ap+oximataly 68 percent of the intervals from one standard error below the 
l utimate to one l tandard error above the eetfmate rould include the average 
reuult of all porsible 8ample8. 

Approximately 90 percent of the iaterrralu from 1.6 l tandard error8 below the 
l utimate to 1.6 utandard uroru above the estimate would include the average 
reuult of all pouuible samples. 

Approximately 95 percent of the interpals from hro 8andard error8 belov the 
l utbate to ti standard error8 above the estimate wuld include the average 
reuult of all posrible l amples. 

Ibe l vuage l 8tAaate derived from all pouuible sample8 is or 18 sot conwed in 
any particular -puted interral. ?Iouever, for a prrtkular sample, one can 8ay 
rith a 8paCifid confidence that the average eutimate derived from ell po8sibh 
888pl88 I8 included in the confidence inttrrral. 
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Bypotheriu Tcrting 
. 

Standard errors may also be used for hypotheuir teuting, a procedure for 
distinguiuhing betVeen pOpUl&tiOa paramttetr UUiag 8aIUple 88tbateS. Tht mO8t 
coplpoa type8 of hypotheres tested l ra 1) the population par8meterr are ideaticul 
versus 2) they are different. test8 may be performed at variour levels of 
significunce, uhere a level of rignifitance ir the probability of concluding 
that the parameters art different when, in fact, they are identical. 

To perfom the moat comon test, 
me trrr of interert. 

let XA aad 5 be rumple estimttr of two para- 
A subsequent l ectiou explains hov to derive a standard 

*- error on the difference X -5 Let that l taudard error be SPIFF. Cumpute the 
ratio.B=(X -Xg)/Sprm. 

2 
IF thrr ratio ir betveen -2 and +2, no couclurioo ubout 

the puame crm is luotificd at the 5 parctnt rignificaace level. If on the 
other hand, this ratio is mellet than -2 or luger than +2, the obrcrvcd dif- 
ference is significant at the 5 percent level. 

In this event, it is a cownoalp accepted practice to rap that the parameters are 
diff8reat. Of courte, rometimer thir conclu8ioo vi11 be Kong. Uhen the para- 
meter8 are, ia fuct, the mae, there is a 5 percent chance of concluding that 
they are different. 

Cakulatiug Standard trrorr for SIPP 
s 

There l re tuo wuyr for u8trs to compute a stsadard error for SIPP retimater. 
One method is to compute variances directly wing hulf-sample and pseudostratum 

l coder. A l econd method involves calculating geaeralited rtandurd errors using 
simple charts and formulas found in published reports or microdata documea- 
tation. 

Canetalited Standard Errors 

To darive standard l rrors that are applicable to a wide variety of rtatistics 
aad can be prepared at a moderata tout , a number of l pproximatiouu ure required. 
Moat of the SIPP statistics have seater variance thao thore obtained through a 
simple raadom sample because cluutarr of living quarters art sampled for SIPP. 

Two parameters, danoted “a” aad “b”, have been developed to calculate variance8 
for each type of characteristic. There “a” and “b’, parameterr, found in. table 
3, are trued in l rtimacing rtandard error8 of surety ertimates, and these stan- 
dard arTor are referred to as gcocrufized standard erroru. 

All statistic8 do sot have the l amt variance behavior; “a” and “b” paramett. _ 
were computed for group8 of statirticr with similar variance behuvior. the 
parameter8 were computed directly from SIPP 3rd quartar 1983 data. 

*Revised day 1985 



Updated SIPP 1984 GENERALIZED VARIANCE PARAMETERS FOR 
WAVE 6, WAVE 7 AND WAVE 9 PUBLIC USE FILES 

CHARACTERISTIC _a 

PERSONS1 

Total or White 

16+ Program Participation 
and Benefits, Poverty (3) 
Both Sexes 
Male 
Female 

-0.0001144 20,370 
-0.0002404 20,370 
-0.0002182 20,370 

16+ Income and Labor Force (4) 
Both Sexes 
Male 
Female 

-0.0000390 6,944 
-0.0000819 6,944 
-0.0000744 6,944 

All Others2 (5) 
Both Sexes 
Male 
Female 

-0.0001082 25,255 
-0.0002233 25,255 
-0.0002097 25.255 

Black 

Poverty (1) 
Both Sexes 
Male 
Female 

-0.0006186 
-0.0013259 
-0.0011595 

All Others (2) 
Both Sexes 
Male 
Female 

-0.0003327 
-0.0007131 
-0.0006236 

17,372 
17,372 
17,372 

9,343 
9,343 
9,343 

HOUSEHOLDS/Families/Unrelated Individuals 

Total or White -0.0000993 8,582 

Black -0.0006246 5,929 

IFor cross-tabulations, use the parameters of the characteristic with 
the smaller number within the parentheses. 

2For example, use these parameters for retirement and pension tabula- 
tions, 0+ program participation, 0+ benefits, 0+ income, and O+ labor 
force tabulations, in addition to any other types of tabulations not 
specifically covered by another characteristic in this table. 
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The *a. and Qw parameters say be used to approximate the standard error for 
es-ted numbers and percentages. Because the actual increase in vuiahca vu 
not identical for a11 statistics tithin a groupr the standard errors computed 
fra these parameters provide an indication of the order of mqnitudc of the ' 
standard error rathsr than the praciss a+andard error for my specific statis- 
tic, That is vhy m refer to these as gsneralized standard errors. 

Ccquting VariancesDirwtly 

Psuedo half-samplm codes sad psuedostratum codes (assigned in such a way as to 
eveid any disclosure risk) are included on the file to enable dir et computation 
of variances by msthods such as balanced repeated 9 replications. This rathod 

‘- may ba used ff the user can not use the generalized standard errors, as in cow 
puting -the variance of a corre;latfon coefffcfent between, say, fnterest income 
and dividend income. Since a amber of statistical software packages provide 
simple procedures for using half-sample codes, you my consult documentation for 
your statistical softvue for further discassioa. The Ceasus Bureau, hoveoar, 
does not vouch for the appropriateness or accuracy of such software. 

Variaaces computed directly will vary from variances l rtiuted by the Consus 
Bureau. These differences ue a result of the use of artificial stratum codes 
on the public we file, rhereas the Census Bureau has access to the 'actual 
stratum identifiers. Actual stratum codr:s us withheld from the plbfic-use 

. ticrodata so as to avoid identifyfng geographic ueas so small tlat they risk 
dfsclosure of confidential infomation. 

Zven though these l ra artificial stratum codes, the vsriance l stimaeas are 
expected to be sitilar to those produced by the Bursau wing the real stratum 
codes. This method 1s involved, may be eqmxsive, and, of course, is available 
oaly to users of SIPP microdata , not users of SZPP publtcatioas. 

Euples Using GeneraUsed S+rPdard Errors 

Sac examples illustrate th8 we of *a* aad l b. pazamekrs in Table 3 for com- 
puting a standard l ror and the corresponding coafidance lntarvals. 

The fozmala for computing thm standard error for a total 18: 

S- ax2 + br (1) 

z ill&am G. Co&ran provides a fist of references discussing thd &plicatfon OL 

this tachnlque fn Saupllng Tecbaiqu~, 3rd M. (Hew York: John wiley and Sons, 
19771, pm 321. 
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where l a. and %. are the parameters associated with the estimate for * the . 
particular ref emnce ,psriod aad x is the we&ghld estimatr. 

Sued on a tabulation from the SIPP suroay data you would find that tiers rare 
16,000,OOO households ulth a ran monthly 1-e during the 3rd quarter of 1983 . 
of $3,000 aad 09df. Suppose you want to develop a 9% coafidence intsrval so 
you caa usesa how pruise the estimate of 16,000,OOO is. 

Datermine the appropriate l am aad %. pusntsrs by baking them up in. 
table 3. Sines we are dealing with income data for all households the 

. . .a. and %' paramstsrs ue -.00007644 md 6766. 

Step 21 

lEatar these figures in the sbov8 formula 

(-.000076441 I (16,000,000~2 + (6766 1. 16,000,0001 

= 297.804.231 

where ?6,000,000 fs the estimate, aad -.00007644 snd 6766 are $he *am and 
,b. parameters . The resultfng standard error (rounded off) is 297,804. 

step 3: 

To deterriae the 95s confidencs interval of the estimate, multiply 2 thei 
the standard error, yieldfag 59S,606. The lower bound of the confidence 
interval i8 then 16,000,OOO Jnus 595,608 or roughly 15.4 million, and the 
upper bGlnd is 96,900,OOO plus 595,608 or roughly 16.6 rflUon. 

Thus m can conclude rith 95% confidence thatth a-rage estiute dmrivad from 
all possible scrples lhs within the intern1 of lS.4 millioa to 16.6 million. 

The formgoing l xuple ummes you ue .yorkiag with the full SfPP suple, as till 
aomlly be the cue rLth SIP0 reports snd u8er tabulations. Bat ff you are 
ukiag a Wbulatioa fra SIPP Jcrodsta for a rmfereace month for which yau do 
aot hwm &a for all rotation groups, you mast might the l s+imte up by aa 
appropriate factor to compensate for the 8PaUer sample sire1 you mat slrilarly 
adjust the estimates of mrlsace. .- 

_’ 
Uh8a pa u8 mrkiag with fever than all 4 roktioa groups, the form& kcomes 

. 
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where the first part of the expression is the same as before, and l f’ is a fat- 
tor corrpanmating for mmmple size. In other words, when the estimate is weighted 
up by a factor, the stmndard error must be multiplied by the equue root of the 
l mmm factor. 

Sle~*f* ficiorm for various rmferenco pmriodm arm found in tmble 7 mbow3. The 
8Wud l ror in the above example ~8s 297,804. If um were working with &a 
for July 1983, 8 mnth covered by only ?he first two ro+ation groups in Wave 1 
(me8 figure 21, our initial l intimate uming the weights on the microdata file 
right have been 8,000,OOO. To compensate for the 2 missing rotation groupm,we 
vould apply the factor of 2.0, and thereby double aur estimate to 16,000,OOO. 
The mmntm factor would enter into the formula in l qurtion (2) to give 

l - 297,804 x Jm - 421,158 
.e 

am the. standard error of m estimated 16,000,OOO bared oa 2 rotation groups 
instead of 4. The confidence interval is then determined in the mame way, using 
this revlsed standard error. 

Wmve 1 represents m spodal cue because there l e 3 refereace months at the 
start of the survey when the survey did not yet cover all four rotation gnups. 
Only one rotation group has data for June 1983, tvo for July 1963, and three for 
August 1983. The first SIPP report included data for the third quarter 1983. 

For that period of partial coverage m futor of 1.22 fm 8pproprimte, am mhova 
in t8ble 1. If mve 1 data were used to e8tinite the 4th quarter, th* factor 
would be 1.85. Of courme, vmvm 2 l upplhm the Jmmiag rotmtiom groups for 
that quarter. If wwm 1 and uava 2 files were umed together, l mtiaatas could be 
made from the full mample, 80 that no factor mdjumtment would bm nmeded. Since 
the factors associated with the metropolitan UOA l ubmmmple ue generally very 
cl-e to 1.0, the factors may be ignored in calculating variances for metropoll- 
tan m-ties. 

SUndud Error of a Percent 

Caputing the l tandard error and confidencm interval for l percent follows a 
l imSlmr procedure. The formula for the generallt8d standard error of a percent 
fmr 

(31. 

J - the base of the percent (ume ueightmd emtfmmtm), ia., the mfte'of 
tIt8 l ubclAmm of iatbremt, 

p - the permntage of persons, famiUe8, or houmaholdm pornmessing thr 
charmctarimtic of ixiteremt, , 
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b - the larger of the %* parameters for the numerator and denominator, *. 

f - the factor to adjust for missing rotation groups if necessary. 

Xote that the *a* parameter is not used. 

Suppose M find that of the houmeholdm in Wave 1 who had a eean eonthlyincow 
of $3,000 and over in the third quarter of 1983, 8,916,OOO (8.6%;) rare black. 
To conmtnxt A 9% confidence intervel, follow the mbpm mhoun belov. 

step It 

ExmmAnm the Q*pueeeterin +able 3 for both total andblack households 
to determine the larger of the two. In -8 cmme the Ib* parameter for 
total householdm, 6766, is luger. 

The l f' factor from table 1 that is mppUed to the beme parameters to 
adjust for incomplate data is 9.22 , l ppUcmble to 3rd quarter date. 

step 2: 

Entering the values into the fomula in equation (3): 

6766 
- a- 

8,916,OOO 
(8.6)(100-8.6) l 

J 
1.22 

provides us with a mtmnderd error of 0.85 percent. 

step 3: 

Xultiplying the standard error by 2 aad adding and subtracting this quaa- 4 
tity from the esthete of 8.6% provLdes a 95% confidence intmrvml of 6.9% 
to 10.3*. 

Sm Erra of l Differ8nce 

The standard error of a diff emmce between fvo maple l mriutem is ap~zodmataly 
em -. 

*(r-y) - \I l x2+ 
2 

8 
Y 

- 2rm 8 
XY 

(4) * 
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. 
,where.s and a are the, standard errors of the estimates x and y. The estimates 
CM betXaumberg, percents, ratios, etc. The correlation between x and y is 
denoted by the correlation coefficient r* Table 4 presents the correlation 
coefficientm r for comparisons between lponthm and between quarters. For other 
types of compuisolls, assume r equah zero if it Is believed that the value of 
one mrimble does not give a strong indication of the value of the other 
&able. If r. is really positive then this assumption will lead to overemti- 
maha of the +rue l tmndard error. If r is negative, the mault will be an 
underestimate of the actual standard error* 

Am an illumtratioa, SIPP emtimatmm show that the number of persons in nonfann 
households with paan aonthly household cash inca~a over $4,000 during the third 
quarter of 1963 who vmre aged 35-44 years wmm S,313,000 and the number of theme 

'-aged 25-34 ga~rs warn 4,353,000, an emtimatmd difference of 960,000. Using the 
Wavm 1 parmeters a--.00003214, b-5475, and f-l.22 in mquation (21, the mbndard 
errors Bf the estimates for each age group ue 185,422 and 168,324 respectlvaly. 
It is reasonable to assume that these two estimates are not highly correlated. 
Therefore, the standard error of the estiaated difference of 960,000 is 

J (18S,422J2 + (168,32412 - 250,428 

Aappose that it is desired to test the estimated difference at the 95 percent 
confidence level. The estimated difference divided by the standard error of the 
differentie, 960,000/250,428, is 3.83. Since thlm is greater than 2 it is con- 
cluded that the differmnce Is mignificant at the 95 percent confidence level. 

Stmadud Error of a Mean 

A mean is defined here to be the average quantity of some item (other than per- 
mow, fmmiliem, or households 1 per person, fa&ly, or household. Pot exmmple, 
it could be the amrage monthly household incoae of females aged 25 to 34. The 
standard error of a mean can be approrimatmd by the f o-la below. Because of 
the 8pproximatioam umed in developing the formula, aa estimate of the standard 
error of the ran obtalned from that foraula will generally underestimate the 
,+rcu1 l *rd error* The foraula umed to l mtbmtm the standard error of a memn 

(5) 

3 The correlation coefficient memmurem the extent to which the value of one 
variable gives ma indication of the value of maother variable. An e-pie of 
a positive correlation is that betMen food 8-p and AFDC recipicacy. Food 
8-p and bond izxcoae recipiency arm variables possessing a negative correla- 
tlon. Another l aple of variables tith positive correlation occurs when it is 
desired to measure the dlffersnce in A variable between tvo months or quarters. 
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. . 
Table 4. Correlations for Honthly and Qmrterly Comparisons 

Wave 1 Estimate8 

Total income, 
uage income and 
l imilartypas 
of fncaae 

patfon income, 
nonfncooe. labor 
force 

Jun-Jkl, Nov-Dee 1983 0.57 0.3s 
Zul-Aug, Ott-Nov 1983 0.65 0.41 

*- Aug-Sap, Sep-Ott 1983 0.69 0.43 

Sun-Aug, Ott-Dee 1983 
Jul-Sip, SepNov 1983 
Aug-Oct 1983 

0.43 
0.s3 
0.50 

0.35 
0.29 

0.26 
0.32 
0.30 

Jam-Sep, Scp-Dee 1983 
J\Il-Ott, Aug-Noo 1983 

0.20 
0.16 

Jun-Oct, Jbl-Nov, Aug-Dee, 
Jun-Nov, JUl-Ike, J\m-DaC 1983 0.00 0.00 

3rd Quarter-4A Quarter 1983 0.28 0.14 

Wave 2 Estimates 

Ott-Nov 1983, ptb-Mar 1984 ’ 0.57 
Nov-Dee 1983, Jan-Peb 1984 0.65 
Dee 1983-.7&n 1984 0.80 

0.35 
0.41 
0. so 

Ott-Dee 1983, Jan-Mar 1984 0.43 0.26 
NOV 1983Jan 1984. Dee 19830Peb 1904 0.61 0.37 

tit 1983-Jan 1984, Dee 1983-r 1984 
Xov 1983.Peb 1984 

Ott 19830Feb 1984, loov 1983-#&r 1984 
Ott i983-Mar 1984 

1. 

4th Qaarter 198301st Qaarbtr 1984 

0.40 
0.35 

0.00 

0.34 

Rogram partid- 

0.23 
0.20 

0.00 

0.20 



26 

Table 44ontlnued 

Total income, Program prtlci- 
wage income and patfon income, 
mimllar types nonlnccme, labor 
ofincume force Wave 1 and 2 Combined Estimates 

Jun-Jul 1983, Fab-Hmr 1984 0.97 0.3s 
Zul-Aug 1983, Jan-Peb 1984 0.65 0.41 
Aug-Sep 1983, Dmc 1983Jmn 1984 0.69 0.43 
SepOct, CI=t-Nov,Nov-Dee 1983 0.80 0. so 

Jun-hug 1983, Jan-Uu 1984 0.43 0.26 .- 
J'ul-Scp 1983, Dtc 19830Feb 1984 o.s3 0.32 
Augdct 1983, mv 1983Jma 1984 0.65 0.39 
Scp-No+, O&-Dee 1983 0.7s 0.45 

Jun-Sap 1983, lkc 198344ar 1984 0.35 
Jbl-Oct 1983, Nov 19830feb 1984 o.sb 
Aug-Nov 1983, Ott 1983Jma 1984 0.61 
Sap-Dee 1983 0.70 

0.20 
0.28 
0.35 
0.40 

0.33 0.18 
0.46 0.2s 
0.56 0.30 

Jun-oct 1963, mv 1983amr 1984 
Jul-Nom 1983, Oet 19630Pmb 1994 
Aug-Dee !983, Sep 1983-Jmn 1934 

. 
mn-~~-1983. act 1983-Mar 1984 
Jul-Dee 1963, Sap 19830Pmb 1984 
Aug 1983-J&n 1984 

0.30 0.1s 
0.42 0.21 
0.60 0.30 

an-~ec 1983, Sap 1983-nar 1964 0.28 
Jul 1903Jan 1984, Aug 1983-Peb 1964 0.45 

0.13 
0.20 

Jun 1983-J&n 1984, Ang 19834ar 1984 0.29 
J'ul 19830Peb 1984 0.25 

0.12 
0.10 

W 19830Peb 1984, Jul 1983-Umr 1984 
Jha 1983-Mar 1984 

0.00 0.00 

0.63 0.36 
0.51 0.29 

3rd Qrarter-4th Quarter 1983 
4th Quarter 198301st Quarter 19'84 -. 

3rd Quutar 1983-1st Quarter 1984 0.39 0.18 
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where y is the size of the base, 8 2 is the estimated variance of x, b' is the 
~.parametsr associated.with the particular type of item, and f is the adjustsPent .' 

factor. 
I 

The astimated population variance, s2, is given by formula (6): 

l 2 I (6) 

.- where there are a persona rith the item of interest; wi is the final veight for 
person i; and xi 18 the value of the estimate for person i. 

If the'calculatio~ of s2 using formula (6) is too cumbersoake, then fonnula (71 
may be used instead: 

(7) 

where each person (or other UBit of analysis) is in One of c groups (e.g., 
income categories within an income distribution); 
proportloqs of responses tit&a each group; the x 

the pi ‘a are the estimated 
'8 are the midpoints of each 

group. If group c is OpaB4mdedt i.e., no upper herval boundary ads-, then 
aa approad.mate average value is 

where Zc , is the 1-r boundary of t&e group (e.g., $75,000 in the category 
$75,000 o’r more). If an open-ended group c doss east, the approximation could 
easily be bad. To reduce this danger, create data categories so as to keep c 
and Zc,, large. This could be dOBe by creating more categories, emgot more 
Lacome groups. 

ttrndard trror of rMomStmberofF8r8on8vlthChractmri8flcPar ?uilyor 
&uuhdd 

Nean values for *non% in idlies or household8 my be calculated as the ratio 
of +vo Bumbers. Thq d8Barirutor, y, cepresent8 a count of families or households 
of a oertain claw, and the aunrator, x, repre*ena a count of prsons with be 
characteristic uader consideration who are members of these fadlies or howe- 
holds. ?or l luple, the ran aumber of children per family with children is 
calculated as 

X total number of Children in famiues 
~~tototal~umber of families uith children 
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Por mesas of this kind, the standard error is approximated by the following 
formular 

The standard error of the estimated number of families or households is s , aad 
the standard error of the estimated number of persona with the charactudfc is 
s . Ia the formula, r reprerrents the corre2at.ion.coefficient between the 
Bkerator and the deBomiBa+or of the estiUttt3. If at least one mmber of each 

.- family or household in the cl.ass pomesaes the chuacteristic of interest, then 
use 0.7 as an estimate of ra If, on the other Imad, it is possible that no 
member of a fanily or household has the characteristic, than use r = 0. In the 
exampld, you would uue r - 0.7 for the average nmbar of persons per family, but 
r - 0 for the average number of teenagers per family. 

To compute a median, fire+ group the units of interest (e.g., persons) into 
cells by the value of the rtatistic under CZOMideratiOB (e.g., single years of 
age). .-en fomn a cumutrtiva density for the uuS (e.g., by cuaulativsly 
adding -the proportion of persons of e8ch age). Identify t&e first cell tith 
cumulative density greater than 0.5. Use iut8rgolation to find the value of the 
characteristic that corresponds to cumulative density 0-S. That value is the 
estimated median. Different methods of interpolation may be used. The most 
common are simple linear interpolation aad pareto interpolation. lo uBivers8l 
rules etist on which method to use. The best procedure is to define the cells 
(e.g. I income intervals) to be so small that the method of interpolation does 
not matter. 

The sampling Variability of an estimated mdian depends upon the form of the 
distribution as us11 u the size of its base or class. Givw& that the data vere 
groupsd into irrteroala (e.g., iacow iatervds), then the 8-d error of a 
mediaa is #ven by 

or 

\/Fi;i iA2 - A,‘) ‘- 36is w 
2M2 - la,) 2P 

(10) 

depBding on whether the linear ($0) or the P8reto (11) interpolation vas used 
for estimating the median, where 



n - the estimated median 
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. 

A, aad A2 - 

. I 

w - 

N, and N2 - 

P * 

N - 

'b * 

the lover and upper boundaries of the interval in which the ' 
mediitn falls, 

A2 - A,. the width of theinteroalin which the median falls, 

the number of units with the characteristic (a .g., income 1 less 
than A, and A2, respectively, 

F?ei,N1 ' 
the number of unitsin thaintervalinwhich the median 

the total number of units in the frequency distribution, 

the approprfate value of the parameter .bw. 

The following example illustratus the computation of the shard error of a 
redfan using linear IBterpolatioB. SIPP eatlma~es from the report, gHconomic 
Characteristics of Households in the United States: Third Quartat 1983,. Series 
P-70, No. 1, table 1, show that the estimated median of the average monthly 
housahold cash income of females in the third quarter of 1983 was $1,841 and N - 
115,848,OOO. The appropriate 'b' parameter from table 3 of this chapter is 
19,911, +ich must be multipILed by the 3rd quarter factor of 1.22, yielding 
24,291. We used the interval defined by A 

4 
= $1,600, A 

50,084,600, and N - 62,087,000. so w - $39 b 
= $t,999, N, * 

and P = 12,o 3,000. 
formula in equatio% (10) above the approximate standard error is 

Using the 
. 

(24,291) (115,848,000) ($399) 
2 (12,003,OOO) 

I $27 88 
. (12) 

Thus, rounding to $28, the 68 puceB+ CoBfideBCe interval of the wdian is from 
$1,813 4to $1,869, and th8 95 pUaBt COBfideBCe iB+arVal iS from $1,785 t0 
$1,097. 

4 The standard error of $27.88 computed here differs f tom the r+mdard error of 
the mdian found in the report referenced in the text. Since publication of 
the report, MW parame+am in table 3 of this chapter were damloped based 
8Btirely oBSrpP data. These paruetus, given in this chapter, are to he used 
in place of those given in the Source and ReliabiUty sections of that raport 
or the Wave 1 Technical DocuBentatioB. 
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Standard ErTor8 of Ratios of Means or ~cdians 

In 'thir sectiou, the correlation betveen the rmaerator and denominator, r, is 
assumed to be zero. So, the standard error for a ratio of means or medians is 
approximated by this formula: 

S(f) = JJ * (I31 

._ The standard errors of the two means or medisns are I and s . If r is actually 
positive (negative), theB this procedure vi11 xprovi& an overestimate 
(underestimate) of the standard error for the ratio of meaas and mediaB8. 

I 

Ronsampling Error m 

In l dditiou to rampling error, discussed above, nonsampling errors are al80 
present in SIPP data. Noorampling errors can be attributed to many sources. 

UBdercorerage . 

Some housing units map have been missed in the listing operation prior to 
sampling; sometirncs persons are missed vithin a sampled household. Past studies 
of censuses l Bd household sumeys have shown that undercoverage varies by age, 
rue, and residence. Ratio estimation to independent sge-sex-race population 
controls partially corrects for the bias due to survey undercoverage. However, 
biases exist in those estimates insofar as the characteristics of missed persob 
differ from those of respondents in each sge-sex-race group. Further, the inde- 
pendeot populatiou controls have uot beerr adjusted for undercoverage in the 
decennial census. Uadercoverage in SIPP relative to the independent controls is 
about 7 percent for both Wave 1 and Wave 2. Tba'undsrcoverage rate is likely to 
incrasse in subsequaot waves due to lack of complete coverage of ~grs~ts, 
institutioaal discharges, and movers from military barracks. 

Xaspondent and Kamer~tor trror *’ 

Petrous ouy have misinterpreted certain questioas, or there may be au inability 
or uuvillingness to provide the correct infonnrtioo. Oue source of much inabil- 
ity arises vhen one household member responds for other menbets. In another, 
a uumbar of evaluation progrsms from the deceonial census have suggested that 
some persons tend to underreport their income. Or, there may be a problem in 
recstling iofomuatioa, though the shorter reference pariod employed in SIPP 
should reduce this problem. The greater detail in SIPP questioBs and the 
training of intervievers should help prompt more complete income reporting than 
in other rurveys. 
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Proctssing Hrror , 

Errors may have been introduced in the handling of the questionnaires by the 
Csns~s Bureau. The coding of write-in entries for occupation, for instance, is 
subject to d certain level of mistakes. 

x18onrasponsa to particular questions in the survey also al&v for the iatroduc- 
tion of bias into the data, since the cha.racteristics of nonrespondents may 

.-differ from those of respondents. 

The ini,tial coaluation of the quaUty of the data from SIPP show improvements in 
the accuracy and completeness of the data on income and program participation 
over that obtained from March CPS. Pot the third quartur of 1983, SIPP 
nonresponse rates ranged from a lov of about 3 percent for questions aboub Md 
to PamiUes vith Dependeat Children and food stamp allotmenti, to about 13 per- 
cent for those concerning salf4mployrpent income. These r&u contrast sharply 
vlth the higher nonresponse rates from the March CPS. The rates for CFS range 
from a lov of 9 percent for food stamp allotments to 24 parcent for self- 
employment income. 

The reaqons attributed to the improvement in the measuremeat of lixc~me are 
SIPP’s ghorter recall period, and more emphasis in SIPP on complete aad accurate 
reporting of income data. For example, in determining ssse+s respondents are 
asked about type of ovnership Whether jointly held) as well as value. 
Respondents are called back when information is incomplete. 

The nonresponse rate for monthly vage and salary income overall averaged about 
6.2 perceat for the initial SIPP interoievs. Hove-r, prory responses caused 
significantly higher nonresponse rata8 for some of the key items. 

The aonrespoise rate for self-respondenb, which accounted for 64 perceat of the 
total, ~a8 4.6 percent, while the rata for proxy respondents vas 9.0 percent. 

Honinterviev rates for the first fro rawas of SIPP ue 1.8 percent for Wave 1 
and 9.4 percent for Wave 1 aad Wave 2 combiaed. Ho8t of these we8 (77 
percent) wera refusals, but other csses h!cluded *no oae at home. and 
%emporarily tient.. These rates.are an improvement oa the rates experienced 
in the Income Sumy Development Progrsm (ISDP), a prdecu8or to SIPP, a& are 
‘comparable with rates obtained in CPS. Since SIPP does not replenish a panel in 
the same manner as CPS, the SIPP noninterview rate vi111 climb considerably above 
the monthly CPS rate. The Bureau has used complex techniques to adjust the 
veights for nonresponse, but the success of these tichniques in avoiding bias ia 
-0dmOWIl. 

Data quality issues fa SXPP are also discussed in %conomic Characteristics of 
Households in the United Statesr Pourth Qmrtsr 1983,w Series P-70-83-4, 
Appmdix D. This appendix includes comparisons of nonresponse in SIPP and the 
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March 1984 CPS, as well as comparisons of estimates derived from SIPP with inde- 
pendent estimates for several income types. 

There are almost ao missing data on SIP0 microdata files. Nonresponse by an 
antits household is dealt with in the weighting procedures. That is, nonin~r- 
tieved households are given zero wiqhts and intarv%eved households are veighted 
up to compensate. When an inditidual within the household rafusu the intervlev 
or when a response to an inditidual question is sissing, beqinulng with Wave 2, 
census computers make imputations for the missing data. ?or Waoa 1, nonrespon8e 

. . to an entire questionnaire by an iadioidual caused the household to receive a 
zero weight. If the person answered a certain airrimum group of questions in 
Wave 1, the responses to the other items wara imputed. Imputations involve the 
replacebent of missing data after Wave 1 vith a correspoading value from a 
housing unit or person hating certain other charac+4ristics in commoa with the 
unit or person in question. 

In general this imputation procedure enhances the usefulness of the data. It 
simplifies processing for the microdata wet by eliminating %ot reportad* cate- 
qories. Imputation also'enhances the accuracy of the data on targeted charac- 
teristlcs. By imputing a missing charactuistic vith that of someone similar in 
other key aspects, the user can work with a more complete data set. Uhen an 
imputed characteristic is aggregated over a sizable number of persons, 
deviati?hs from actual (unknown) values tend to even out. Using imputed values 
rho yields more accuracy thaa substituting the mesa for missing data, since the 
mean would be baaed on persoas perhaps substantially different from those with 

-the missing items. Da the other hand, use of imputed Palues can harm the 
accuracy of characteristics that were aot targeted. The targeted charac- 
teristics concern socioeconomic stratum. 

‘Inclusion of Impu~tion Flags 

If the charactsristics of aonrespondears are systematically different from the 
characteristics of kuponden+s, as say well be the case for income vsriables, 
@aen it is possible that the imputation system masks certain biases due to 
nonresponse. ?or this won the SXPP sicrodati files include flags for sany 
data items vbich allow the user + discri~Iaate ktween those responses which 
were sctuslly reported and those entries vbich vem supplied through impu+a- 
'tiOXl8. These flags, or imputation indicators, l ppur at the end of the house 
hold, parson sad income records in the SZPP relational Jcrodata file, and at 
the cad of appropriate sections within the records of the rectsngular file, 
generally corrmspnding one-for-oae with spedfic data items. 

In the example in figure 4, the data ikm for uraed income rmceivmd from a par- 
ticular job in a particular month is shova on the top half. A sample mine of 
2000 is illustrated, i.e., $2000 of income lsst month. Its corre8ponding impu- 
Cation flag-is shcwn on the bottom half. Hate that the ducriptioa of the impu- 
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tation flag cites the field name for the corresponding item, WSl-2032. The 
'sample value of 1 in the imputation flag indicates that the original respondent 
fsiled to answer the correspondfnq question , or the entry supplied was unusable . 
for some reason, and that therefore the information in the data item above was 
imputed from that of another person. 

In exaaininq only the income amounts, one would not knov that the $2000 va.s 
imputed rather than actually reported by the individual. Only by crosstabu- 
rating income by imputation status can one recoqnize an imputed income. 

. ?IGIJM 4. Illustration of sn Imputation Flag 
Data Dictionary Sample Values 

(Wage and Salary Record) 
Sample Data Item .s 

D USl-2032 5 3293 
. What was the total amount of pay 

that . . . received before deductions 
on this job last month (month 4). 
Range - -9,33332. 

u Persons 15 years old and older 
V -9.Not in universe 

O.None 

$2000 

Corresponding Imputation Play 

.D WSlCALOl 1 3321 
- Field 'WV-2032 vas imputed 

v 0 .No imputed input 
1 .Imputad input . 

There are also a amber of demographic characteristics from the control card 
which should. not require imputitioa, but may need to be edited for consistency 
with other information from tha household. In these cases there are no imputa- 
tion flaqs, but the file includes both the edited Palue and the value prior to 
computer editing, referred to as p-edited or unedited. These items are iden- 
tified by a '0' at the start of the &character mnemonic identifying vsriables 
in the data dictionary. To detect whether a particular edit had any impact on 
thedata,compare a gi~ndataitertithfts preedited orunedited counterpart. 

. . 

Us88 of IBputatioa rl8qs 

Althouqh the Bureau could theoretically l valuats the above-cited sources of 
error-underco~raqe , respondent aad enumerator error, processing error and 
aoaresponse--it does aot do so for SIPP . Thus it is not possible to prooide 
l djusBent factors vhich could somehov be used to %orrectm data. On the other 
hud, the user of the microdata files can study the impact of-imputations pade 
for nonresponse. 



An analyst can use fmpUta+iOn flag8 or unedited item5 in seoaral different ways. 
First, by computing the rate of imputation one csa evaluate the qusUty of cer- 
tain data items. For instance, one could find aut whether persons rscsivlnq aid 
from the government are less likely to report their other sources of income tima - 
persons aotparticipatinq in suchproqrsms~ 

Imputation flags allow characteristics of aoarsspondeab to bs studied. Do 
BOn&poadent!l tead to be younger or older, for l mn@e, than the rast of the 
population? 

Qna can erclude imputm3 data from crosstabulations that might ba seasitivm to 
the impubtioa proc888. Fotirutance, la comparing the l atninqs of doctors 8ad 
dentists, high imputation rats8 might sake the ~lationu questionable, since 
missing I- on a doctor ‘8 or dentist~s record would ba 5mputed f ram a pool of 
possible dOBOr8 which i~cludcs a much broader range of professional occupations. 

.,Thru, to rake sure you sre comparing only doctorws i~coacs uith dentist's 
Ancomes,-it would he appropriate to exclude sU c&s435 tit& eiW occupation or 
income imputed. . 




